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Statistical Model Details 

Mathematically, we can write out the equation of our full model as: 

 

 

  

 

 

where  is an intercept term,  is the th fixed effect coefficient describing the effect of species-level predictor 
 of species  on the response,  is a vector of zeroes,  is a phylogenetic scaling factor,  is the 

standardised phylogenetic covariance matrix for all species in the model,  is a function describing the 
spatial effect for the th longitude/latitude occurrence coordinates of species : , and  is the total number 
of observed occurrences of species .  
The spatial function can be expanded as:   
 

 
 
Where  represents a regression coefficient determining the linear effect of environmental variable , 
measured at coordinate , and  is a function describing the spatial random effect. The  parameters can 
be moved out of  because they are simple linear terms, and so the mean of their sum is the same as the 

sum of their means. So, if we set , we can simplify the model to: 
 

 
 
Such that the  terms are now fixed effect coefficients on the mean environmental variables for each species as 
a whole (e.g. the mean of the variables across all of a species' occurrence points). The  function is a basis 



function that approximates the spatial Matérn covariance function across a spatial mesh, using a stochastic 
partial differential equation approach ​(SPDE: Lindgren, Rue & Lindström 2011)​. Lindgren et al. ​(2011)​ has 
mathematical details of the SPDE approach, which we will not reproduce here.  

We generated a mesh using the meshbuilder function in the INLA package. This runs a Shiny app 
(Chang ​et al.​ 2018)​ that allows the user to generate different meshes based on a set of parameters that can be 
modified interactively. We chose a mesh (Figure 1) that gave good coverage across the ​Hakea​ occurrence 
points, had good statistical diagnostics, and was large enough to avoid spatial overfitting (e.g was not too small 
for the choice of prior – see below). 

INLA uses a set of weights to calculate the spatial random effects at the coordinates of the data. The 
weights interpolate between the three closest mesh points, and are encapsulated in a matrix (the  matrix) 
with  rows (where  is the number of occurrence points), and  columns (where  is the 
number of mesh points), where the weights in each row sum to 1. In order to calculate the average spatial effect 

across each species’ occurrence points (e.g. ) we calculated a new  matrix with 
 rows and  columns, where each row was simply the mean of the rows in  corresponding to the 

occurrence points of each species . Again, weights in all rows sum to 1 in this new  matrix. 
 

Choosing Bayesian priors 

INLA requires priors on all parameters to be specified. For fixed parameters we used the default INLA prior, a 
wide gaussian prior with mean = 0 and variance = 100. For the phylogenetic and spatial random effects we used 
weakly informative priors, as recommended by Simpson ​et al.​ ​(2017)​ and Gelman ​et al.​ ​(2008)​. For the 
phylogenetic scaling parameter we used the ‘pcprior’ distribution in INLA with parameters 1 and 0.1, 
corresponding to an exponential distribution with about 10% of its probability distribution >1. To test the 
sensitivity of our analysis to the choice of prior, we ran the full model with several different prior parameters 
([1, 0.01], [1, 0.1], [1, 0.5], [1, 0.99]) representing distributions with increasingly heavy tails, the last of which 
approximates an uninformative uniform distribution. The choice of prior had very little effect on any other 
parameter estimates, and all qualitative results were identical, so for all subsequent analyses we used [1, 0.1]. 
 
The priors on the spatial random effect (which include the range and  parameter of the INLA implementation 
of the ​(Rasmussen & Williams 2006)​ were chosen as follows.  Illian et al. ​(2012)​ recommend choosing priors 
on the range parameter (representing the spatial range over which the covariance decays to almost zero) that 
avoid spatial overfitting, by placing most of the prior density on range values greater than the apparent 
covariance range of the environmental factors used in the model. Allowing values much less than this can result 
in a spatial random effect that overfits on a very fine spatial scale, which will explain away any environmental 
factors, and lead to poor predictions for new data. By choosing a prior that enforces a similar spatial covariance 
in the spatial random effect and fixed environmental factors, we allow the model to more appropriately compare 
between them and choose the most parsimonious decomposition of the effects. We chose a prior through trial 
and error by fitting only the spatial random effect to our data, then comparing a map of the result to maps of our 
environmental factors until we found a set of priors where the random effect map showed a similar spatial 
covariance to the environmental factor maps. For the range parameter, a ‘pcprior’ with 10% of its density <2 
decimal degrees resulted in appropriate covariance structure. Any value >2 in the prior resulted in very similar 
results that avoided overfitting (as the estimated range in the model was considerably greater than 2; see 
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Results). On the  parameter we used a ‘pcprior’ distribution with values [1, 0.01]. The  parameter, which 
controls the ‘smoothness’ of the Matérn covariance function was fixed to 2, which is a standard choice in spatial 
modelling.  
  

Concluding notes on spatiophylogenetic modelling 

The Bayesian spatiophylogenetic method developed here solves a general problem in comparative analysis and 
so may be useful for addressing a variety of different questions. Many questions in comparative biology are 
potentially influenced by the spatial arrangement of species, yet spatial effects are still not routinely 
incorporated into analytical models in the way that phylogenetic effects are.  This is likely due to a scarcity of 
detailed spatial data (at least until fairly recently) and a lack of appropriate methods to incorporate both spatial 
and phylogenetic effects into comparative analyses. Our approach allows both kinds of effects to be modelled 
simultaneously, and also offers a potential solution to another major issue for spatially explicit comparative 
methods, the mismatch in the levels of measurement of spatial variables and species variables. Here we have 
shown how the method can show spatially-explicit insights into extinction threats not possible otherwise, and 
allow for a more nuanced and careful exploration of comparative data on species threat status.  

 

  



Supplementary Figures 

Figure S1​. Bayesian marginal posterior distributions of model parameters when run using alternative method of 
calculating ED (“equal splits”). The top panel shows the estimated standard deviation of the two random effects as 
calculated at the species-level. The bottom panel shows the fixed effect linear regression coefficients. Because all fixed 
effect variables were standardised, these represent standardised coefficients, and are comparable to one another. Posterior 
distributions that were categorised as substantial effects, (95% credible intervals do not overlap zero) are plotted as blue; 
otherwise red.The mean of the posteriors are plotted as points along with errorbars representing the 95% credible interval. 
 

 
  



Figure S2.​ Comparison of model coefficients between our Spatiophylogenetic model, but with spatial effects removed 

(using the mode of the posterior distribution as the estimate), and a standard phylogenetic binomial regression (in this case 

implemented in the R package phyr, using maximum likelihood estimates). This shows our model collapses to a standard 

phylogenetic model when we remove the spatial component, which we argue suggests it should share properties of this 

well-tested class of models. Dotted line is a fitted line through the coefficient estimates of the two models. 

 

 



Figure S3.​ The distribution of model coefficients across models run for each of 200 generated phylogenies, where for 
each phylogeny all of the 15 missing species were placed randomly within a clade that corresponds to its taxonomy. 
Specifically, each species was placed randomly within the clade that subtends the node corresponding to the most recent 
common ancestor of all other species found in same taxonomic group as the missing species (according to Barker ​et al. 
(1999)). Coefficients were summarised for each model by the median of its marginal posterior distribution. 
 

 
  



Figure S4. ​Predicted threat probability according to the spatiophylogenetic model described in this study (X axis: model 

with space) vs. predicted threat probability according to the phylogenetic only model (Y axis: model without space). 

Points with predicted probabilities greater than 0.3 according to the model with space are labelled with species names (this 

is where the two models differ most). Thick black line is the 1:1 line, where predictions from both models are the same. 

The dotted line is a fitted line through the predictions. The model without space underpredicts relative to model with 

space, especially at higher predicted probabilities. 

 



Figure S5. ​Comparison of the spatiophylogenetic model presented here with a non-spatial phylogenetic model. We used 

the pglmm.compare function in the R package phyr to fit the model. Points represent approximate effects sizes for each 

fixed effect. Effect size were calculated as the estimate divided by the standard error for the maximum likelihood based 

phylogenetic model, and the mean of the posterior distribution divided by the standard deviation of the posterior 

distribution for the Bayesian spatiophylogenetic model. Arrows point from the non-spatial model to the model with space. 

Opaque points have an effect size larger than an arbitrary 90% confidence according to a Z distribution. All effects are 

very similar apart from degree of habitat loss, and log range area. Factors with known spatial structure also change 

somewhat more than others (e.g. mean annual temperature and mean annual rainfall). 

 
 
  



Figure S6.​ Species occurrence points for a) species currently “threatened”, and b) species the model classified as “of 

concern” – (not currently threatened but with predicted risk >0.20). Each occurrence point is coloured according to the 

species’ predicted risk. 



  



Figure S7.​ Predicted threat of all ​Hakea​ species from a spatiophylogenetic model, broken down into different factors 

determined to be substantial by the model. The panels from left to right are: 1) the ​Hakea​ species and their phylogeny, 2) 

the decomposition of the predicted threat into contributions from the different “substantial” factors. Predicted Threat is 

calculated as the predicted deviation from the average threat for each species when taking into account each risk factor 

independently, whilst holding other factors in the model constant (setting them to zero in the linear predictor). Error bars 

represent 95% credible intervals. Threat decomposition in the right panel is split by positive and negative effects, such that 

stacked bars below the zero line show the relative contribution to deviations below the average, and those above the zero 

line show the contributions to deviations above the average. The overall predicted mean deviation from average threat is 

shown by a white bar. 





Figure S8.​ Maps of “non-spatial” independent risk factors. These maps plot the spatial random effects estimated on the 

spatial mesh for Australia (Figure 1b in main text), for the independent predicted risks associated with different risk 

factors. See methods for details on the calculations. The maps can be interpreted as a continuous approximation of how 

each risk factor is distributed across Australia, where risk factors associated with species traits or phylogeny is derived 

from the distributions of the species that they affect. For example, the phylogenetic based risk map shows where species in 

the most high risk clades tend to occur in Australia. The result for Evolutionary Distinctiveness (ED) requires some 

additional explanation, as it would appear to suggest high risk in central Australia, where there are currently no at risk 

Hakea​ species. There are two things to keep in mind when interpreting this result. 1) Recall that predictions based on 

individual factors are made while ​holding all other factors constant. ​Given this we would not necessarily expect 

predictions from every factor to match well with the observed data, because in reality, the factors are not independent. 

Even though ED-based risk is high in central Australia, all other risk factors predict low risk in central Australia, which is 

why overall there is low risk in central Australia. If some of these other factors were to change in central Australia, 

however, the ED-based effect, if real, could become “unmasked”, and so this result is still important. 2) This plots the 

mean of the posterior predictions, and so does not show model uncertainty. In fact, uncertainty around the central 

Australia effect of ED is quite high (see figure S4 for a plot of uncertainty in each risk factor’s independent predictions). 

This uncertainty is likely driven by the fact that there are only a few species in central Australia and so their high 

ED-based risk estimates are likely the result of extrapolation from a trend seen in more abundant lower-ED species. 



 



Figure S9.​ Maps of “non-spatial” risk factor uncertainty. These maps plot the uncertainty of the spatial random effects 

estimated on the spatial mesh for Australia (Figure 1b in main text), for the same risk factors shown in Figure S3. The 

maps can be interpreted as a continuous approximation of how the uncertainty in each risk factor is distributed across 

Australia, where uncertainty is measured as the standard deviation of the posterior predictions. 



 



Figure S10.​ Correlation matrix of all predictors in the model. Additionally included are the phylogenetic and spatial 

predictions from the model. 

  



Figure S11.​ Histogram of predicted probabilities for all Hakea species based on our model. Vertical line shows the cutoff 
of 0.2 over which we used to determine if a species is “of concern” in a conservation context (if it was not already known 
to be threatened). 
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