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Spatial TB clusters in Sheka Zone, Ethiopia
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[bookmark: _Hlk520352167]Figure 1: Spatial distribution of TB in Sheka Zone, 2010-2014. Panel A shows the spatial clustering according to local Moran’s I, where High-High (also called hotspot) indicates that high incidence regions are adjacent to high incidence regions. Similarly, Low-Low indicates that areas with significantly lower diseases burden are neighbouring regions with significantly low values. High-Low or low high clusters indicate spatial outliers where high incidence regions are adjacent to low incidence regions. Panel B shows the spatial metapopulation structure used in this analysis.

Deviance information criterion
In this study, we computed the deviance information criterion as follows based on an approach presented in Spiegelhalter et al. (2002): 
Deviance was defined as -2 times the loglikelihood and can be written as: 
D (y, θ) = -2log p (y| θ) …………………………………………..[1]
Having defined deviance as above, the deviance information criterion (DIC) can be computed as follows:
DIC=  + PD ……………………………………………………… [2]
 …………………………………… [3]
        =  ………………………………………………….... [4]
[bookmark: _Hlk519522297]Where,  is the expected posterior value of the deviance (the average of log-likelihood ratios) and PD is the effective number of parameters in the model. PD is calculated as the difference between the posterior mean of the deviance and the deviance at the posterior means of the parameters (likelihood ratio evaluated at the average of the parameters) of interest. Adding the PD to the posterior mean deviance () gives a deviance information criterion for comparing models [2].  
Models with the lowest DIC estimates indicate models with a better performance, although there is no agreement on the magnitude of the difference between different DIC values that constitutes a meaningful difference. A general rule of thumb suggests that differences of more than 10 should definitely rule out the model with the higher DIC, while differences between 5 and 10 are substantial. However, if the difference is less than 5 and if different inferences would be drawn from the models being compared, then it is misleading to report the model with the lowest DIC only [3]. 

Calculation of the likelihood
[bookmark: _Hlk519523366]In this analysis we used Poisson likelihood in the model fitting as follows: 

The subscript i takes values from 1 to 3 to index each spatial patch, and the subscript j takes values from 1 to 5 to index years. κ refers to the observed notification and λ represents the expected Poisson mean, which is the model estimated notification.  

Output from the best fitting model

[image: ]μ= 55.3
σ= 1.5
μ= 0.046
σ= 0.007
μ= 14.7
σ= 0.85
α= 1.87
β= 1.19

Figure 2: Posterior distribution of fitted parameters under the assumption of mixing with different contact rates in each region (μ- mean, σ- standard deviation parameters of normal distributions; α and β are the shape and scale parameters of a gamma distribution). 
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Figure 3: Sample trace plots of estimated parameters and the likelihood from the best fitting model.


Outputs from the candidate models
1. Model A:  non- spatially coupled model ()
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Figure 4. Posterior distribution of fitted parameters; β11-hotspot, β22-adjacent, β33- remote region


2. Model B: Coupled model with equal contact rates in the two non-hotspot regions
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Figure 5. Posterior distribution of fitted parameters; β11-hotspot, β22-adjacent & remote, ρ- coupling term



3. Model D: Spatially coupled model with separate coupling parameters across different regions
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Figure 6: Correlation between pairs of parameters of model D
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Figure 7. Posterior distribution of parameters, model D
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Posterior distributions of fitted parameters: coupled model
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Posterior distributions of fitted parameters: no spatial coupling
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